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Abstract. 

This paper presents a recursive algorithm for calculating the 

reliability functions of linear and circular connected (1.2) or 

(2,1) out of ( m,n) : F Lattice systems. This algorithm depends on 

the one-to-one correspondence relation between the representation 

of the systems and the class of 0-1 matrices having no two 

consecutive l's at any row or any column . 
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§1 Introduction. 

A linear (m.n)-lattice system consists of mn components 

arranged in m rows and n columns. i.e. the components are arranged 

like the elements of an ( m,n) matrix. A circular (m.n) -lattice 

system consists of m circles centered at the same center and 

having n rays. The components are p l aced at the intersections of 

the rays and circles, i.e . each circle  contains n  elements.  and 

each ray contains m elements. A linear or circular connected ( 1,2) 

or (2,l) out of ( m,n) : F lattice system fails if and only if at 

least two connected components fail . So in the linear case. the 

system fails whenever at least two connected components  fail  in 

any row or any column. while in the circular  case.  the system 

fails whenever at least two connected components  fail  in any 

circle or any ray . 

As a   practical example of the linear connected (1.2) or (2.1) 

out of ( m.n) : F lattice system is a supervision system  as given 

by Boehme et. al . [1] . In this system if two neighboring cameras 

not connected by   a line fail the system does not fail.  Whereas.            

see [ l]. a reactor as  a  cylindrical object covered by a system of 

feel ers f or measuring temperature may be represented by m  circles 

including n feelers. This measure system fails whenever at  least 

( l.2 ) or (2,1) matrix of failed components occur. Such system is a 

circular connected (1,2) or (2,1) out of (m,n)  : F Lattice system. 

Boehme et. al ., [ l ] , obtained the reliability formulas of 

simple systems, using the results of consecutive k-out-of-n F 

systems. They obtained the reliability for m and n taking only 

the values 2 or 3. In (2) . N. Mokhlis et. al . derived recursive 

formulas for the reliability of more general models . linear and 

circular connected (1.2) or (2.1) out of (m.3) : F lattice systems 

for any m. 

Up to 

[ 1, 1992 ] 
now, in this field, a few studies has been found 

and [ 2 ,1997 ] ) . Most studies depended on 

( e .g 

using 

mathematical treatments to solve some special cases of the 

problem. However. in a general form, the problem is sophisticate 

and still open. So, we attempt to construct an algorithmic method 

to solve the general form suggested problem. 

The purpose of this paper is to  introduce an algorithm to 

generate a computer enumeration of the rel iabil ity function of 
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connected (1,2) or (2,1) out of (m,n) : F lattice systems for  any 

m and n. The algorithm depends on the relation between  the 

structure of the linear lattice systems and (m,n) matrices with 

0-1 entries. We have shown that, the reliability function depends 

on the number of 0-1 matrices having no two consecutive l's at any 

row or any column. The given algorithm is developed to count these 

·   matrices. which are recursively  created  in the  colexicographic 

order w.r.t. its rows. Fortunately a slight modification is taken 

into account for demonstrating algorithm to cover the calculation 

of the circular case. 

This paper splits into four sections. § 1  gives an 

introduction on the formalization of the required problem, §2 

introduces the suitable assumptions and required notation. The 

recursive algorithm is demonstrated in §3. The treatment of 

circular case is developed in §4. Finally the paper contains some 

calculated results of two cases via using a Pascal code of the 

suggested  algorithm. 

 
§2 . Assumptions and Notation . 

§§ 2..1 Assumptions. 

The following assumptions are used :- 

1) For the linear system, we have n components in m rows. 

2) For the circular system, we have m circles , each having n 

components. 

3) Each component and the system are either operating or failed. 
4) The components are s-independent and identical. 

5) The system (linear or circular) fails if and only if at least 
one subsystem of connected (1,2) or (2,1) failed components 

occurs. 

6) We assign a "O" for an operating component and 

failed component. This leads to represent a 

linear or circular) by (m,n) 0-1 matrix. say 

def ined as: 

a "1"  for a 

system (either 

M, which is 

 
M  =[𝑚𝑙𝑗]= 

if the {(𝑖 − 1)𝑛 + 𝑗}𝑡ℎcomponent is failed 

otherwise. 

7) The matrix M that simulates any system is called an accepted 

matrix if and only if no two or more consecutive l's appear 
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5 

in any row or any column. Otherwise it is not an accepted 

matrix and is called a redundant one. 
 
§§2. 2 Notation. 

 

Here we introduce the relevant notation that are used in the 

rest part of the paper.     

m : the number of rows. or number of circular: 

n : the number of components in each row or in each 

circular. or number of columns in a matrix: 
∝𝑖  

 
 
 
 
 𝛽𝑖   
 
 
 

P,q 

R   ( m . n ) 
L 

 

 
 
 
Rc·(m,n) 

: the number of operating states of the linear system with  
i failed components: 
: the number operating states of the circular system, 

with i failed components; 

: reliability and unreliability of a component, p+q=l: 

:the reliability function of linear connected (1,2) or 

(2,1) out of  (m,n) : F lattice system: 

: the reliability function of circular connected   ( 1, 2 ) 

or (2,1) out of (m,n) : F  lattice system. 
§3. Linear System. 

We can see that the reliability function of linear connected 

(1,2) or (2,1) out of (m,n) : F   lattice system. is given by 

𝑅𝑙(𝑚,𝑛) = � 𝛼𝑖

[𝑚𝑛2 ]

𝑖=0

 𝑞𝑖 𝑝𝑚𝑛−𝑖 

 
 

  

where. 𝛼𝑖  is given in the notation (§§2.2). We demonstrate now 
. 

how to compute the coefficient  𝛼𝑖 , 0 ≤ 𝑖 ≤ ⌈𝑚𝑛/2⌉. 
As mentioned in §§2.1 the linear system can be represented by 

an (m.n) matrix of binary digits . But according to assumption (5), 

if the component number ((i-l)n+j) is failed then the f our 

components that are in positions (i-1,j) , (i,j-1) . (i ,j+l) and 
(i+l,j ) must be operating. Since otherwise the system is 

failed. and its matrix representation is not accepted. 

 Also, elements are called forbidden elements .More formally, 
∀ 𝑖, 𝑗 𝑖𝑓 𝑚𝑖𝑗 =1 then al l four elements 𝑚(𝑖−1)𝑗 ,    

 

𝑚𝑙(𝑗−1),𝑚𝑖(𝑗+1)𝑎𝑛𝑑 𝑚(𝑖+1)𝑗 must be equal to "0". 
Obviously, there is one-to-one correspondence 
relation

 

between the linear and circular systems and the class of matrices 

defined above. I n fact this relation plays an important ·role ·to 

simplify a solution   for  the required  problem and  make it possible 
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or 

by using an algorithmic technique to obtain 𝛼𝑖 's. Since 𝛼𝑖 can be 
  

interpreted as the exact number of ( m,n) 0-1 matrices having i 

ones provided that no two or more consecutive ones appear in any 

row or any column ( accepted matrices ). 

The algorithmic method is used to design a successive 

enumeration of accepted ( m,n)  0-1 matrices. The suggested method can 

be thought as a bottom-up approach, since it begins  with the matrix 

having mn O's and ends with the matrix having ⌈𝑚𝑛/2⌉ l's in which 
no two or more l ' s appear consecutively at any  row or any 

column. 

Now. we explain the steps of the algorithm. used  to  create 

all accepted ( m,n) matrices. The matrices will be created in 

colexicographic order w.r.t. its rows. To take into account the 

forbidden p l aces during creating matrices, we redefine the entries 
𝑚𝑖𝑗  of the representation matrix M  of a linear connected (1,2) or 
 (2,1).out of ( m,n) : F lattice system as follows: 

a) I f an operating component is in position (i,j) in the system . 
then put. 𝑚𝑖𝑗 .=  "O " ; 

b) If a component in position (i ,j) 
c) If𝑚𝑖𝑗+1 =1.   l≤ j <n-1;then replace  

 

artificial number. say "2". 

is failed then put𝑚𝑖𝑗   "l" ; 
 
𝑚𝑖𝑗    = "0" by any marker 

Note that the condition (c) is necessary to prevent creation of 

redundant matrices having two or more consecutive ones; so 

position (i,j) is the forbidden p l ace. 

For producing accepted matrices, we consider each row of a 

matrix as a tuple of n binary digits. Thus when any element of any 

tuple varies. a matrix will be varied. To avoid repetition of some 

matrices during creation, we construct tuples in the 

colexicographic order. Since the possibility of two or more ones 
is not occurred, the total number, L , of distinct accepted n-tuples 

n 

is given by the following recurrence relation: 
 

L= L 
n n- 1 

+ L          ;   n≥ 2 
n-2 (2) 

L= 1 and L 2. 
0 1 

This relation is easily proved. Since we have two possibilities, if 

"O" appears in nth p lace. then the remaining ( n-1) p laces will have 

L distinct accepted tuples. While if "l" appears in the nth 
n-1 

place, the (n-l)st p lace is forbidden and does not take a 1, so the 
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to 

total number of filling ( n-2) p l aces under the same restriction is 
L 
n-2 

The illustrated observation helps us to present a recursive 

algorithm. The following algorithm deals with a matrix M of  order 

(m,n) as a one dimensional array of size m. Each component  of it is 

an n-tuple. Let k be an indicator to the position of a  current n-

tuple that must be modified. The algorithm works as  follows. 
For certain k. step (1) initializes the tuple M[k], namely put all 

n digits equal zero. Step (2) is the forward step that is used  
increase the value of k and go forward to the deepest level of M. 

We reach to step ( 3) either when km from step (2) or step (9 ) . or 

k≠ m from step (10). Then steps from (3) to (7) are used together 
to create the next accepted tuple of the current  tuple M (k ]  in 

colex. list. If such  a tuple exists. then al l  other related 

results are modified at the same time. see step 8 .  Via step 9 . the 
algorithm repeats this procedure until no  such tuple  exists. 

i.e. M[k] will be the last n-tuple in the colex. order. 1.e. M[k] 

= (2,1,2, ...,2,1) . In such a case if k=l the work will be halt . 

Otherwise the backward step executes, k decreases then go back 

toward the top of M. When exists a new largest (k <m) at which 

M[k] is not (2,1, ...,2,1), we construct the next  successive M (k] 

and go back to step (1) to initialize al l tuples from M[k+l) 

M[m) ; then al l processing will be repeated again. The task of 

algorithm halts when k=l and every row reach to the last form. 

The description of the algorithm is mentioned in the 

to 

the 
 

 
next 

steps. Here , we introduce some relevant 

structures that will be used: 

identifiers and data 

M 
(m, n) 

 
 

k 

M[k): 

:array of two dimensional ; 
:the order of a matrix M; bounded by ability of computer 
device; 

:the position of the current tuple; l≤k≤m; 
the kth tuple of the matrix M; 

𝛼 [ i ]: 𝛼𝑖. 
 

 𝛼  : one-dimensional array whose components are 
 𝛼[i]; where varies from 0 to ⌈𝑚𝑛/2⌉; 

 

Z[i] :the exact number of appeared l's at the ith tuple; and 

Z[i] is bounded by ⌈𝑛/2⌉; 
Z: one-dimensional array whose components are Z[i]; 

1 im; 
Last :one-dimensional array whose components are Last[i ] ;l≤i≤m. 
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Last[i ] is taken true if M[k] is the l ast member of the 
colex. l ist and false otherwise.    

 
Step 0 

 
 
 
step 1 

 
 
 
step2 

 
Step 3 

 
Step 4 

 
 
Step 5 

 
Step 6 

 
Step 7 

 
Step 8 

Step 9 

Step 10 

Step 11 
Step 12 

: "initial Step" 
Enter the values of m and n: 
Put 𝛼[i] ←0 for all i : and 
Put k         ←1; 
: Create the first member in the colex. list of M[k]; 
this done by putting for O in , M[k,i] ←0; 
Z[ K ]    ←  0; and last [kJ   ←  f a 1se; 
: "Forward Step" 
If k < m then k ← k + 1 and go to Step 1 ; 
: "Get Next Matrix" 
Put j←1; 
: Search from M[k,j] to M[k.n] by increasing j to the 
p lace of the first "0": 
If no such p lace then put Last[k] ←  true: go to Step 10 ; 
: Rep lace this "0" by "1" if M[k-1,j] = 0; 
and put Z[k] ←  Z[k] + l ; Otherwise  go to Step 4; 
: Remove all ones exist in p l aces 1 to j-1; 
simultaneously decreasing  Z[k]   ; 
: Remove all 2's exist in p laces 1 to j-2; 
and Put M[k,j-1𝑘 ]← 2;  
: Count ← ∑ 𝑧[𝑖];𝛼[𝐶𝑜𝑢𝑛𝑡] ← 𝛼[𝐶𝑜𝑢𝑛𝑡] + 1;𝑖=1    

. 

: If ( Last[k] = false) then 
if (k=m) then go to Step 3; else go to Step 2 ; 

: "Backward Step " 
If k >  1 then k ← k - 1; go to Step 3; 
: For 0≤i≤[ mn/2] output 𝛼[i]; 
:Stop. 

 
The execution time of the above algorithm depends on the 

exact number of accepted M[k] in the colex. list. The number of 

accepted members of M[k]-list is given by the recurrence relation 
(2). Since, for each row of (m,n) matrix, we have at most L 

n 

accepted tuples. Then, the running time, RT, depends on m, n and 
is bounded by ) m .  Unfortunately , the number L followed the 

n n 
Fabinacci's sequence. At which when n increases, the value of L 

n 

e.xceeds more rapidly and so RT. So, we must take reasonable values 
for both n and m that suit to the ability of a computer device and 

of the mantissa of computer's memory. Some results of implementing 

!algorithm are given in Tables (1)-(6). In fact, the computing time 

of all 𝛼𝑖's in those tables took a little time , not exceeding few 
. 

minutes. 

 
§4. Circular System. 

Obviously, the reliability function of circular connected 
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m 

(1,2) or (2,1)   out of (m, n) : F lattice system. is given by 
𝑅𝐶(𝑚,𝑛) =∑ 𝛽𝑖 

𝑚[𝑛−12 ]
𝑖=0 𝑞𝑖 𝑝𝑚𝑛−𝑖, 

  
 

(3) 

Where 𝛽𝑖 is given in the notation (§§2.2) 
The circular system may be treated as a linear case,  by 

making a cut between the first and nth ray, and unfold  the  m 

circles . obtaining an (m,n ) -matrix . Clearly, in a such matrix. all 

components existing in the first  and last  column  are  in  f act 
consecutive. Therefore , both m and cannot fail at the 

i1 in same 

time for an operating state. This diggers from the linear case at 

which these components are not consecutive . 

Now we explain how to compute 𝛽𝑖 , 0 ≤ 𝑖 ≤ 𝑚[𝑛−1
2

] . . According to 
the 1-1 corresponding relation between the circular (m.n ) systems 

and the c l ass of (m,n) 0-1 matrices, 𝛽𝑖  is viewed as the number of 
 

 (m,n) matrices having i ones provided that no two or more 

consecutive ones appear in any row or any column given that for 

each row if a one appears in the first column. it does not appear 

in the nth column and vice versa . 

The above observation leads to a simple updating to the 

algorithm give in the linear case. This modification is done 

whenever a "1" appears. at the first time, in the last position in 

any n-tuple. Since the ordering of getting al l accepted tuples is 

the colex . The advantage of such ordering is fixing a digit "1" 

when occurred in the nth p l ace . for the remaining  n-tuples that 

still not created . When arriving to this point , 

forbidden to appear in the first p l ace beside  the 

"1" must be 

(n-l)st one . 

This is the only main difference between the treatments of the two 

method for the two systems. 

The slight modification of the previous algorithm  relevant 

to the circular case is illustrated in the following  steps. Note 

that al l missing identifiers, data structures. and steps are the 

same as that mentioned in §3 . It is sufficient now to present only 

the new variables and updating steps. 
 

   𝛽[𝑖]                        ∶ 𝛽𝑖; 
 
𝛽    :one-dimensional array whose components are 𝛽[i]; 
          0≤ 𝑖 ≤m  [( n-1)/2] 

 
S t ep 0: "initial  Step" 

Enter the values of m and n; 
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1 2 

 
 
 
Step 7 

 

 
 
 
Step 8  
 

step 11 

Put 𝛽[i] ←  0 for al l i ; 
and Put k ←  1; 
:    Remove all twos exist in p l aces 1 to j-2; and 
If j = n then Put M[k,l] ←  2 and M[k,j-1) ←  2 

else Put M[k,j-1) ←  2; 
:Count ← ∑   𝑍𝑘

𝑖=1  [i];𝛽 [Count) ← 𝛽 [Count]+l; 
 

:For 0 ≤ 𝑖 ≤ 𝑚 �𝑛−1
2

 �output𝛽 [i]; 
From the above explanation , we can easily deduce the total 

number C of distinct accepted n-tuples in a circular case by 
n 

using the following recurrence relation: 
c = L + L ; 

n n-l n-3  
n≥ 3 (4) 

C =   1 and C = 2 

Consequently, the circular algorithm is guaranteed to 
execute in O ( 𝐶𝑛𝑚) . Of course the running time RTC in  this  case  is  

less than RTL. Although the problem of increasing RTC still exists 

but with less complexity. So, here also, we deal with reasonable 

bonded m cycles and n rays . 

Tables (1)-(6) illustrate some exact counts of numbers 𝛽𝑖 ; 
. 

0 ≤ 𝑖 ≤ 𝑚 �𝑛−1
2
� for same m and n. Finally, let us remark that  the 

counts of 𝛼𝑖 and  𝛽𝑖in case of (m.3) that are given in Tables 
(1) and f 2) coincide with the results appeared in [2. 1997}. 

At this point we conclude that: 

1) From relations (2) and (4),∀𝑖 𝛼𝑖 ≥𝛽𝑖    whenever the dimension 

(m.n) of two systems are the same. 

2) The calculations of a linear system of (m,n) dimension are 

equal to that of (n,m) . While in every circular case the counts 

Of 𝛽𝑖 in (m .n) and (n,m) matrices are varied: e.g. see 𝛽𝑖's that 
 
are given in the 1st and 2nd columns of tables (2)-(6), 
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Results. 
 

Table (1) 
 

m,n 
i 

3,3 4,4 
 

5,5 6.6 3.3 4.4 5 .5 6,6 

                                            𝛽𝑖                                   𝛼𝑖 

0 1 1 1 1 1 1 1 1 
1 9 16 25 36 9 16 25 36 
2 21 92 255 564 24 96 260 570 
3 12 240 1385 5076 22 276 1474 5248 
4 302 4400 29208 6 405 5024 31320 
5 192 8500 113316 1 304 10741 127960 
6 72 10125 305138 114 14650 368868 
7 16 7415 579780 20 12798 763144 
8 2 3245 784980 2 7157 1143638 
9 780 763036 2578 1247116 
10 80 537852 618 991750 
11 280176 106 576052 
12 111570 14 245030 
13 35460 1 76716 
14 9222 17834 
15 1940 3120 
16 318 416 
17 36 40 
18 2 2 

 
 

Table ( 2) 
 

m,n 
i 

3x4 4x3 3x4 
 𝛼𝑖 

3x5 5x3 3x5 
𝛼𝑖  

3x6 6x3 3x6 
𝛼𝑖 𝛽𝑖 𝛽𝑖 𝛽𝑖. 

0 1 1 1 1 1 1 1 1 1 
1 12 12 12 15 15 15 18 18 18 
2 46 45 49 80 78 83 123 120 126 
3 68 60 84 190 · 171 215 408 372 442 
4 40 24 61 210 156 276 705 558 840 
5 12 18 105 48 174 642 384 880 
6 2 2 20 53 308 96 504 
7 9 84 158 
8 1 18 28 
9 2 2 
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Table (3) 

 
 

Table (4) 
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Table (5) 

 
 

Table (6) 
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